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Figure 2: Processing pipeline for the HD and the
SC dataset. (a) The HD are recorded in a sound-shielded
room. (b) Afterwards, the resulting audio files are cut and
mastered. (c) The HD as well as the SC are fed through a
hydrodynamic basilar membrane model. (d) Basilar membrane
decompositions are converted to phase-coded spikes by use of a
transmitter-pool based hair cell model. (e) The phase-locking
is increased by combining multiple spiketrains of hair cells at
the same position of the basilar membrane in a single bushy
cell.

this study, we considered version 0.02 with 105 829 audio
files, in which a total of 24 single word commands (Yes,
No, Up, Down, Left, Right, On, Off, Stop, Go, Backward,
Forward, Follow, Learn, Zero, One, Two, Three, Four,
Five, Six, Seven, Eight, Nine) were repeated about five
times per speaker, whereas ten auxiliary words (Bed, Bird,
Cat, Dog, Happy, House, Marvin, Sheila, Tree, and Wow)
were only repeated approximately once. Partitioning into
training, testing and validation dataset was done by a
hashing function as described in Warden [2018].

For all our purposes, we applied a 30 ms Hann window
to the start and end of each waveform. Most importantly,
throughout this article we consider top one classification
performance on all 35 different classes which is more
difficult than the originally proposed key-word spotting
task on only a subset of 12 classes (10 key-words, unknown
word, and silence). However, the data can still be used in
the originally intended keyword spotting way.

2.2 Spike conversion

The audio files described above served as the basis for
our spiking datasets. Audio data were converted into
spikes using an artificial model3 of the inner ear and
parts of the ascending auditory pathway (Figure 2; Ap-
pendix A). This biologically inspired model effectively
performs similar signal processing steps as customary
spoken language processing applications [Huang et al.,
2001]. First, a hydrodynamic basilar membrane (BM)
model (Appendix A.1) causes spatial frequency disper-
sion, which is comparable to computing a spectrogram
with Mel-spaced filter banks. Second, these separated
frequencies are converted to firing rates through a bio-
logically motivated transmitter pool based hair cell (HC)
model (Appendix A.2), which adds refractory effects, and
a layer of bushy cells (BCs) (Appendix A.3) that increase
phase locking (cf. Figure 2). All model parameters were

3https://github.com/electronicvisions/lauscher

chosen to mimic biological findings, thereby reducing the
amount of free parameters (see Table 2).

Overall, the inner-ear model approximates the spiking
activity observed in the auditory system while retaining
a low computational cost. This biologically inspired con-
version allowed us to sidestep the issue of user-specific
audio-to-spike transformation, which can confound com-
parability, and served as the basis for our benchmark
datasets.

2.3 Event-based data format
We used an event-based representation of spikes in the
Hierarchical Data Format 5 (HDF5) to facilitate the use
of the datasets and to simplify the access to a broader
community, . This choice was to ensure short download
times and ease of access from most common programming
environments. For each partition and dataset, we pro-
vide a single HDF5 file which holds spikes, digit labels,
and additional meta information. We made these files
publicly available2 [Cramer et al., 2019], together with
supplementary information on the general usage as well
as code snippets. A single file is organized as follows:

root
spikes

times[][].....VLArray of Arrays holding spike times
units[][]......VLArray of Arrays holding spike units

labels[]...............................Array of digit IDs
extra

speaker[].......................Array of speaker IDs
keys[]...............Array of digit description strings
meta_info

gender[].................Array of speaker genders
age[].......................Array of speaker ages
body_height[]......Array of speaker body heights

In more detail, each element i in keys describes the
transformation between the digit ID i and the spoken
words. Further, the entry i of each array in meta_info cor-
responds to the information for speaker i. The meta_info
is only available for Spiking Heidelberg Digits (SHD).

2.4 Spiking network models
We trained networks of leaky integrate-and-fire (LIF)
neurons with surrogate gradients and backpropagation
through time (BPTT) using supervised loss function-
sTo establish a performance reference on the two spiking
datasets. In the following we give a description of the net-
work architectures (Section 2.4.1), followed by the applied
neuron and synapse model (Section 2.4.2). We close with
a depiction of the weight initialization (Section 2.4.3),
the supervised learning algorithm (Section 2.4.4) and the
loss function (Section 2.4.5) as well as the regularization
techniques (Section 2.4.6).

2.4.1 Network model

The spiketrains emitted by the Nch = 700 BCs were used
to stimulate the actual classification network. In this
manuscript, we trained both feed-forward and recurrent
networks; each hidden layers containing N = 128 LIF
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