Curved and expanding spacetime geometries in Bose-Einstein condensates
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Phonons have the characteristic linear dispersion relation of massless relativistic particles. They arise as low energy excitations of Bose-Einstein condensates and, in nonhomogeneous situations, are governed by a space- and time-dependent acoustic metric. We discuss how this metric can be experimentally designed to realize curved spacetime geometries, in particular, expanding Friedmann-Lemaître-Robertson-Walker cosmologies, with negative, vanishing, or positive spatial curvature. A nonvanishing Hubble rate can be obtained through a time-dependent scattering length of the background condensate. For relativistic quantum fields this leads to the phenomenon of particle production. We explain how particle production and other interesting features of quantum field theory in curved spacetime can be tested in terms of experimentally accessible correlation functions.

I. INTRODUCTION

When studying quantum field theory in curved spacetime, many interesting phenomena and peculiarities arise. Most prominently, allowing for a time-dependence in the metric, which is naturally the case in cosmology, leads to the phenomenon of particle production [1–4]. Although indirect signatures of this effect can be observed, for example in the cosmic microwave background, any direct detection is an open challenge.

In recent years, an analogy of this phenomenon has been studied in the context of Bose-Einstein condensates (BECs), as an integral part of the analog gravity program (see [5–7] for introductions). More precisely, the linear phononic excitations on top of the ground state of a BEC obey a Klein-Gordon equation for a scalar quantum field in curved spacetime in the acoustic approximation (that is neglecting quantum pressure) [8]. The corresponding metric is the so-called acoustic metric (see also [9, 10] for early developments in the context of fluids) and is fully determined by the background parameters of the BEC, such as the background density or the speed of sound. In this manner, the condensate shapes the spacetime geometry experienced by the acoustic excitations.

It has been shown that introducing suitable time-dependencies of either the scattering length or the external trapping potential allow for a one-to-one mapping of the acoustic metric onto spatially flat Friedmann-Lemaître-Robertson-Walker (FLRW) metrics [11–21]. In this sense, all phononic modes propagate in a spacetime geometry set by the acoustic metric with the same speed of sound. In this way, modern cold atoms experiments allow for a direct analysis of quantum effects in the context of cosmological models.

Further theoretical studies in this direction have included quantum pressure leading to a quadratic dispersion relation in the ultraviolet momentum regime and so-called rainbow FLRW metrics [19, 22]. Two-component BECs allowing for an additional massive phononic mode have also been investigated [23, 24]. Recent experimental efforts for simulating an expanding universe in 1 + 1 effective spacetime dimensions [25] in the laboratory can be found in [26, 27].

Other interesting phenomena that have been studied within the acoustic metric approach (also experimentally) comprise sonic black holes [9, 10, 28–31], the Unruh effect [32–34], Hawking radiation [35–38] or the dynamic Casimir effect [39]. For an overview over current experimental approaches see Ref. [40].

In this work, we focus on the analogy between the acoustic metric and the FLRW metric for an effectively d = 2 + 1 dimensional isotropic trap, which is a common setup of modern BEC experiments. In contrast to previous works, we derive the acoustic metric by parameterizing the quantum fluctuations on top of the ground state in terms of the real and imaginary parts of the complex nonrelativistic scalar field, instead of magnitude and complex phase (see e.g. [41, 42] for a detailed discussion regarding this parameterization).
We generalize previous studies from spatially flat to spatially curved spacetimes. To this end we explicitly consider radial dependencies of the background density profile. We find mappings between FLRW universes of positive and negative spatial curvature and the acoustic metric.

After allowing in addition also for a time-dependent scattering length, we analyze particle production in different types of expanding cosmologies. In this sense, we extend on earlier considerations by providing an exact mapping to a more general class of cosmologies and by showing how the effect of particle production is accessible experimentally. Note that some technical details on the cosmology side are provided in our companion paper [43].

The remainder of this paper is organized as follows. In Sec. II we introduce isotropic traps in a quasi two-dimensional geometry and make an ansatz for the quantum effective action. We derive conditions on the background parameters such that the background density remains static. We also compute the acoustic metric from the effective action for the fluctuations and discuss the external potentials required for a one-to-one mapping between the acoustic metric and FLRW metrics of positive and negative curvature. Thereupon, we investigate the properties of the arising FLRW universes by comparing the dynamics of radially outmoving phonons. In Sec. III we derive a formalism for the spectrum of fluctuations and the two-point correlation function of a rescaled density contrast for different types of (spatially curved) cosmologies. We study both quantities in Sec. IV for various experimentally accessible scenarios and point out robust features. Finally, we give a résumé and formulate an outlook in Sec. V.

Notation. In this paper we work in SI units. For convenience, we use operator hats for creation and annihilation operators and drop them otherwise. Greek indices \( \mu, \nu \) run from 0 to 2, while latin indices \( i, j \) only run from 1 to 2. Also, vectors are denoted by bold symbols.

II. ACoustIC METRIC IN 2D ISOTROPIC TRAPS

In the first part of this work, we discuss the acoustic metric and how it can be mapped to curved FLRW metrics for a quasi two-dimensional BEC that is confined in an isotropic trap.

A. Quasi two-dimensional geometry and quantum effective action

Let us begin our analysis with the quantum effective action of a nonrelativistic complex scalar field equipped with a quartic contact interaction term. This is an accurate description for the dynamics of a Bose-Einstein condensate, i.e. a weakly coupled Bose gas, where most atoms occupy the ground state. We denote the bosonic field expectation value (in general in the presence of sources) in \( d = 3 + 1 \) spacetime dimensions by \( \psi(t, \mathbf{r}) \). We consider a pancake-type geometry in cylindrical coordinates \((r, \varphi, z)\) and a condensate that is tightly confined in the \( z \)-direction. Then, the extension of the condensate in \( z \)-direction \( l_z \) is much smaller than in the longitudinal direction \( l_r \), i.e. \( l_z \ll l_r \), leading to a quasi \( d = 2 + 1 \) dimensional geometry. Due to the strong confinement in \( z \)-direction, the motional degrees of freedom in this direction are frozen in, such that the mean field \( \psi(t, \mathbf{r}) \) separates according to \( \psi(t, \mathbf{r}) = \Phi(t, \mathbf{r}, \varphi) \zeta(z) \), where \( \zeta(z) \) is typically of Gaussian form.

We study the dynamics of the field \( \Phi(t, \mathbf{r}) \) in effectively \( d = 2 + 1 \) spacetime dimensions. Then, the ansatz for the action reads [41]

\[
\Gamma[\Phi] = \int dt \, d^2 r \left[ i \hbar \Phi \partial_\alpha \Phi^\dagger \partial^\alpha \Phi - \frac{\hbar^2}{2m} (\nabla - i A)^2 \Phi^\dagger \Phi - \frac{\lambda}{2} (\Phi^\dagger \Phi)^2 \right].
\]

Here, \( m \) denotes the mass of the atoms and \( \lambda = \lambda(t) \) is a time-dependent coupling, which can be expressed in terms of the \( s \)-wave scattering length \( a_s(t) \) within Born’s approximation [44],

\[
\lambda(t) = \sqrt{\frac{8\pi \omega_\perp \hbar^3}{m} a_s(t)},
\]

where \( \omega_\perp \) is the trapping frequency in \( z \)-direction.

Furthermore, we introduced an external \( U(1) \) gauge field \( A = (A_0, A) \) such that there is a symmetry of the action \( \Gamma[\Phi] \) under the local \( U(1) \) transformation

\[
\Phi(t, \mathbf{r}) \rightarrow e^{-i \omega(t, r)} \Phi(t, \mathbf{r}),
A_0(t, \mathbf{r}) \rightarrow A_0(t, \mathbf{r}) + \partial_\mu \alpha(t, \mathbf{r}),
A(t, \mathbf{r}) \rightarrow A(t, \mathbf{r}) + \nabla \alpha(t, \mathbf{r}).
\]

An external trapping potential is then given by \( A_0(t, \mathbf{r}) = V(t, r)/\hbar \). In our analysis, we restrict to isotropic trapping potentials of the form

\[
V(t, r) = \frac{m}{2} \omega^2(t) f(r),
\]

where \( \omega(t) \) is a time-dependent parameter and \( f(r) \) is typically a polynomial in \( r \). Without loss of generality we can assume \( f(0) = 0 \). For example, \( f(r) = r^2 \) corresponds to the commonly used harmonic trap, in which case \( \omega(t) \) plays the role of a trapping frequency. Moreover, in chemical equilibrium the chemical potential would enter \( A_0 \) such that \( A_0(t, \mathbf{r}) = (V(t, r) - \mu)/\hbar \).

In the following, we will work with a linear splitting of the fundamental field \( \Phi \) into a background part \( \phi_0 \) and a fluctuating part parametrized by two real fields \( \phi_1 \) and \( \phi_2 \), such that

\[
\Phi(t, \mathbf{r}) = \phi_0(t, \mathbf{r}) + \frac{1}{\sqrt{2}} [\phi_1(t, \mathbf{r}) + i \phi_2(t, \mathbf{r})].
\]
Therein, we allowed for general space- and time-dependencies for all fields. In the present work, we do not consider any explicit backreaction of fluctuations to the form of the action. The fluctuations are assumed to be small enough and will be kept only to linear order in equations of motion corresponding to quadratic order in the action. Conceptually this corresponds to a background field which is well described by mean field equations. We will also not consider any renormalization of the couplings in the action. In this sense, the action (1) can actually be identified with (an approximation of) the quantum effective action, which is renormalized already.

We introduced the superfluid velocity via

\[ \nu = \frac{\hbar}{m} \nabla S_0, \]

with \( \nu(t,r) = |\phi_0(t,r)|^2 \) denoting the background particle number density and \( S_0(t,r) \) being the background phase of the condensate’s mean field. Using the parametrization (8) in Eq. (7) leads to a pair of hydrodynamic equations. Namely, one obtains the local conservation law or continuity equation

\[ 0 = \partial_t n_0 + \nabla (n_0 \nu), \]

and the Euler equation [48]

\[ 0 = \hbar \partial_t S_0 + V + \lambda n_0 + \frac{\hbar^2}{2m} (\nabla S_0)^2. \]

We introduced the superfluid velocity via

\[ \nu = \frac{\hbar}{m} \nabla S_0, \]

and neglected the quantum pressure term,

\[ q = -\frac{\hbar^2}{2m} \frac{\nabla^2 \sqrt{n_0}}{\sqrt{n_0}}, \]

in (10), which is the standard assumption leading to the acoustic approximation [5, 8]. Note that \( q \) in Eq. (12) is of second order in \( \hbar \), as well as in spatial derivatives, such that it is expected to be subleading for sufficiently smooth density.

The dynamics of the background variables required to mimic FLRW universes for the fluctuating variables will be discussed in Sec. II B and Sec. II C, respectively.

### B. Stationary background density profile

Although we have allowed for general time-dependencies of the trapping potential \( V(t,r) \) and the coupling \( \lambda(t) \), we are interested in describing situations where the background density \( n_0 \) remains static. Therefore, we do not follow the common scaling ansatz put forward in [49], but instead require the background velocity to vanish \( \nu = 0 \).

As a consequence, we do not need to distinguish between laboratory and comoving coordinates as they agree in static situations. The condition \( \nu = 0 \) renders the continuity equation (9) trivial, while the Euler equation (10) evaluates to

\[ 0 = -\mu_0(t) + m \frac{\omega^2(t)}{2} |f(r) + \lambda(t) n_0(r)|, \]

where we have introduced the background chemical potential

\[ \mu_0(t) = -\hbar \partial_t S_0(t). \]

Equation (13) yields the background density profile

\[ n_0(r) = \bar{n}_0 \left( 1 - \frac{f(r)}{R^2} \right) \]

\[ = \frac{\mu_0(t)}{\lambda(t)} - \frac{m \omega^2(t)}{2 \lambda(t)} f(r). \]

Oftentimes \( f(r) \) is a monotonously increasing function of radius \( r \) and the condensate extends up to a radius \( R \) such that \( r \in [0,R] \), at which the density either drops to zero or takes a constant value. Furthermore, we introduced the constant background density at the center of the trap \( \bar{n}_0 = n_0(r = 0) \), which is also the proportionality constant between the time-dependent chemical potential \( \mu_0(t) \) and the coupling \( \lambda(t) \), in mean field approximation,

\[ \mu_0(t) = \bar{n}_0 \lambda(t). \]

The constant \( \bar{n}_0 \) is also related to the total particle number \( N \) via

\[ N = 2\pi \bar{n}_0 \int_0^R \! dr \, r \left( 1 - \frac{f(r)}{R^2} \right). \]

Moreover, the size parameter \( R \) appears in the proportionality constant between the time-dependent parameter \( \omega(t) \) and the coupling \( \lambda(t) \)

\[ \omega^2(t) = \frac{2\bar{n}_0}{m R^2} \lambda(t). \]
If the coupling $\lambda(t)$ is changed over time, the latter condition has to be fulfilled in order to guarantee a stationary density profile of the form (15).

Let us discuss a couple of choices for the radial dependence of the trap encoded in $f(r)$. For $f(r) = r^2$, we obtain the well-known Thomas-Fermi density profile in a harmonic trap and $R$ corresponds to the Thomas-Fermi radius, while $f(r) = F\theta(r - R)$ with $F \rightarrow \infty$ leads to a homogeneous density profile in the region $r < R$. The latter allows for a mapping to a flat FLRW cosmology, which is discussed in detail in [18].

\[
\Gamma_2[\phi_1, \phi_2] = \int dt d^2r \left\{ \hbar^2 \partial_t \phi_1 - \frac{\hbar^2}{4m} \left[ (\nabla \phi_1)^2 + (\nabla \phi_2)^2 \right] - \frac{1}{2} \left( hA_0 + \frac{3}{2} A^2 \right) (\phi_1^2 + \phi_2^2) - \frac{\hbar^2}{2m} A(\phi_1 \nabla \phi_2 - \phi_2 \nabla \phi_1) - \frac{\lambda}{2} (\phi_1, \phi_2) \left\{ \begin{array}{l}
n_0 + \frac{i}{2} \phi_0 \phi_0^* + \frac{i}{2} (\nabla \phi_0^2 - \nabla \phi_0^2) + \frac{i}{2} (\phi_0^2 - \phi_0^2) \\
\frac{1}{2} (\phi_0^2 - \phi_0^2) \\
\frac{1}{2} (\phi_0^2 - \phi_0^2) \\
\frac{1}{2} (\phi_0^2 - \phi_0^2)
\end{array} \right\} \right\}. \tag{21}
\]

Terms linear in the fluctuating fields $\phi_1$ and $\phi_2$ cancel out at the point where the effective action is stationary (cf. Eq. (6)), therefore we only have to consider the quadratic part $\Gamma_2[\phi_1, \phi_2]$.

To relate the linearization for the background field (5) to its Madelung representation (8), we perform a local $U(1)$ gauge transformation of the form

\[
\phi_0 + \frac{1}{\sqrt{2}} \left[ \phi_1 + i \phi_2 \right] \rightarrow e^{-iS_0} \left( \phi_0 + \frac{1}{\sqrt{2}} \left[ \phi_1 + i \phi_2 \right] \right), \\
A_0 \rightarrow A_0 + \partial_t S_0, \\
A \rightarrow A + \nabla S_0. \tag{22}
\]

This transformation redefines the fluctuating fields and rotates the – in general complex – background field $\phi_0$ such that it becomes real. If we again take the values before the transformation to be $A_0 = V/H$ and $A = 0$, then we get afterwards

\[
A_0 = \frac{V}{h} + \partial_t S_0, \quad \text{and} \quad A = \nabla S_0, \tag{23}
\]

so that the effective action for the fluctuations becomes

\[
\Gamma_2[\phi_1, \phi_2] = \int dt d^2r \left\{ \hbar^2 \partial_t \phi_1 - \frac{\hbar^2}{4m} \left[ (\nabla \phi_1)^2 + (\nabla \phi_2)^2 \right] - \frac{1}{2} \left( \nabla S_0^2 \right) (\phi_1^2 + \phi_2^2) \right\}, \tag{24}
\]

As we will show later, spatially curved but homogeneous and isotropic FLRW universes follow from radial dependencies of the trap and density profiles of the form

\[
f(r) = \pm 2r^2 - \frac{r^4}{R^2} \quad \text{and} \quad n_0(r) = \tilde{n}_0 \left[ 1 \pm \frac{r^2}{R^2} \right]^2. \tag{19}
\]

The time dependence of all involved quantities in the density profile of Eq. (19) (with the upper sign) is sketched in Fig. 1. When reducing the coupling $\lambda(t)$ over time, for example to half of its initial value, the parameter $\omega(t)$ has to be adjusted according to (18) (the background chemical potential $\mu_0(t)$ follows (16)), such that the density profile remains static. Note that decreasing the coupling $\lambda(t)$ and adjusting the parameter $\omega(t)$ accordingly over time never breaks the confinement condition $\omega(t) \ll \omega_0$, provided that it is fulfilled initially.

C. Deriving the acoustic metric

As a next step, we consider the dynamics of the fluctuations parametrized by the two real fields $\phi_1$ and $\phi_2$ introduced in Eq. (5). To that end, we expand the effective action (1) around the background solution $\phi_0$ to quadratic order in the fluctuating fields $\phi_1$ and $\phi_2$, which yields

\[
\Gamma[\Phi] = \Gamma[\phi_0] + \text{terms linear in } \phi_1, \phi_2 + \Gamma_2[\phi_1, \phi_2], \tag{20}
\]

with

\[
\frac{\lambda_{\phi_0}}{2} \left\{ 3 \phi_1^2 + \phi_2^2 \right\}. \tag{22}
\]

The latter can be simplified using the Euler equation (10).
where we introduced the time- and space-dependent speed of sound
\[ c(t, r) = \frac{\lambda(t) n_0(t, r)}{m}. \]  
(27)

Finally, the latter effective action can be rewritten as an effective action for a free massless scalar field in a curved spacetime determined by the acoustic metric \( g_{\mu\nu}(x) \),
\[ \Gamma_2[\phi] = -\frac{\hbar^2}{2} \int \text{d}t \text{d}^2r \sqrt{g} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi, \]  
(28)

where \( \sqrt{g} \equiv \sqrt{-\det(g_{\mu\nu})} \). Comparing (26) and (28) reveals that the covariant components of the acoustic metric are given by
\[ (g^{\mu\nu}) = \left( \begin{array}{cc} -1 & v^i c^2 \delta^j - v^i v^j \vspace{0.1cm} \\ v^i c^2 \delta^j - v^i v^j & -v^i \end{array} \right), \]  
(29)

while its contravariant components read
\[ (g_{\mu\nu}) = \frac{1}{c^2} \left( \begin{array}{cc} -(c^2 - v^2) & -v^j \vspace{0.1cm} \\ -v^j & \delta_{ij} \end{array} \right). \]  
(30)

Furthermore, this yields \( \sqrt{g} = 1/c^2 \).

Also, in the acoustic approximation and for a stationary background (\( v = 0 \)) we find a simple relation between the fluctuating fields
\[ \phi_1 = -\frac{\hbar}{2\lambda(t) n_0(t)} \partial_i \phi_2, \]  
(31)

showing that \( \phi_1 \) is proportional to the time derivative of \( \phi_2 \).

**D. From an acoustic metric to curved FLRW universes**

Restricting ourselves to the scenarios described in Sec. II B, i.e. stationary density profiles for the background density \( n_0(r) \) corresponding to \( v = 0 \), leads to an acoustic line element of the form
\[ ds^2 = g_{\mu\nu} \text{d}x^\mu \text{d}x^\nu = -dt^2 + a^2(t) \left( 1 - \frac{f(r)}{R^2} \right)^{-1} (dr^2 + r^2 \text{d}\varphi^2), \]  
(32)

where we defined a time-dependent scale factor
\[ a(t) \equiv \frac{m}{n_0 \lambda(t)}. \]  
(33)

In order to reshape the former into a curved FLRW line element, we continue with the particular choice \( f(r) = \pm 2r^2 - r^4/R^2 \) put forward in Eq. (19), which yields the line element
\[ ds^2 = -dt^2 + a^2(t) \left( 1 \mp \frac{r^2}{R^2} \right)^{-2} (dr^2 + r^2 \text{d}\varphi^2). \]  
(34)

We then perform a coordinate transformation for the radial coordinate
\[ u(r) = \frac{r}{1 \mp \frac{r^2}{R^2}}, \]  
(35)

with \( u \in [0, \infty) \) if we choose the negative sign, while \( u \in [0, R/2] \) for the positive sign. We find the relation
\[ \frac{dr^2}{(1 \pm \frac{r^2}{R^2})^2} = \frac{du^2}{1 \pm 4 \frac{u^2}{R^2}}, \]  
(36)

such that the line element becomes
\[ ds^2 = -dt^2 + a^2(t) \left( \frac{du^2}{1 - \kappa u^2} + a^2 \text{d}\varphi^2 \right), \]  
(37)

which corresponds to the line element of curved FLRW universes with negative/positive spatial curvature \( \kappa = \mp 4/R^2 \). Therein, the size of the condensate \( R \) determines the value of the scalar curvature \( \kappa \), which allows the latter to be engineered in practice. Moreover, as the scale factor \( a^2(t) \) is antiproportional to the coupling \( \lambda(t) \) (cf. Eq. (33)), decreasing (increasing) the coupling corresponds to an expanding (contracting) universe.

Interestingly, one can recover a flat FLRW universe without any additional variable transformation when realizing a homogeneous background density profile \( n_0 = \text{const.} \), such that the radial dependent prefactor in the spatial line element (32) is absent. This is typically fulfilled in a box trap or in a sufficiently small region around the center of a (harmonic) trap.

Let us mention that for a (possibly inverted) harmonic trap \( f(r) = \pm r^2 \), the acoustic metric becomes
\[ ds^2 = -dt^2 + a^2(t) \left( 1 \mp \frac{r^2}{R^2} \right)^{-1} (dr^2 + r^2 \text{d}\varphi^2), \]  
(38)
The spatial FLRW line element \((37)\) is written in terms of reduced-circumference polar coordinates in two spatial dimensions \((u, \varphi)\), which is a convenient choice also in cosmology. The radial coordinate transformation in \((35)\) corresponds (up to a factor of 2) to the transformation between reduced-circumference polar coordinates and polar coordinates in the polar plane \(r \leq R, \varphi\) for \(\kappa > 0\), or in the Poincaré disk model \(r \leq R, \varphi\) for \(\kappa < 0\). Hence, the laboratory line element \((34)\) describes at every instance of time \(t\), depending on spatial curvature, a polar disk or a Poincaré disk.

The arising spatially curved geometries in the laboratory coordinates \((r, \varphi)\) may be understood from the more intuitive spherical and hyperboloid models, for which we make a distinction of cases. For the positively curved universe \((\kappa > 0)\), we start from three-dimensional Euclidean space \(\mathbb{R}^3\) with cartesian coordinates \((X, Y, Z)\) and line element
\[
ds^2 = dX^2 + dY^2 + dZ^2.\tag{41}\]

A two-sphere of radius \(R/2\) is embedded in this space via the equation
\[
R^2/4 = X^2 + Y^2 + Z^2.\tag{42}\]

Points on the sphere can be represented by two angles \(\theta' \in [0, \pi], \varphi' \in [0, 2\pi]\), which can be mapped to the global coordinates via
\[
(X, Y, Z) = R/2 \left( \sin \theta' \cos \varphi', \sin \theta' \sin \varphi', \cos \varphi' \right).\tag{43}\]

The induced metric on the two-sphere reads
\[
ds^2 = R^2/4 \left( d\theta'^2 + \sin^2 \theta' \, d\varphi'^2 \right),\tag{44}\]
which corresponds to an intuitive representation of a positively curved space (cf. Fig. 2 b)). However, the two-sphere can also be mapped to the laboratory picture, i.e. the polar disk with coordinates \((r, \varphi)\), via a stereographic projection from the north pole \((0, 0, R/2)\) onto the disk located at the south pole \((0, 0, -R/2)\) (illustrated with blue lines connecting points on the sphere and in the plane in Fig. 2 b)). Then, the laboratory coordinates are related to the coordinates in \(S^2\) by
\[
(r, \varphi) = \left( R \cot \frac{\theta'}{2}, \varphi' \right),\tag{45}\]
and we obtain the spatial part of the FLRW line element in the laboratory \((34)\), with positive sign.

In case of the negatively curved universe \((\kappa < 0)\), we have to start from three-dimensional Minkowski space \(M^3\) instead [50]. Adapting the cartesian coordinates \((X, Y, Z)\) from before leads to a line element of the form
\[
ds^2 = dX^2 + dY^2 - dZ^2,\tag{46}\]
with an additional minus sign compared to \((41)\). Then, the upper hyperboloid can be embedded in this space through (cf. Fig. 2 c))
\[
-R^2/4 = X^2 + Y^2 - Z^2\tag{47}\]
with $Z > 0$. On the hyperboloid, we choose a pseudoangle $\sigma' \in [0, \infty)$ instead of an angle $\theta' \in [0, \pi]$, but keep the azimuthal angle $\varphi' \in [0, 2\pi)$. We can express the global coordinates in terms of the latter coordinates as

$$(X, Y, Z) = R/2 \left( \sinh \sigma' \cos \varphi', \sinh \sigma' \sin \varphi', \cosh \sigma' \right),$$

leading to an induced metric

$$ds^2 = R^2/4 \left( d\sigma'^2 + \sinh^2 \sigma' d\varphi'^2 \right),$$

on the hyperboloid. Finally, we recover the laboratory coordinates $(r, \varphi)$ by a projection of the hyperboloid onto the Poincaré disk located at the south pole of the hyperboloid, i.e., at $(0, 0, R/2)$, using the apex $(0, 0, -R/2)$ of the lower hyperboloid (not shown in Fig. 2 c) as the base point. This projection is sketched with blue straight lines in Fig. 2 c). We obtain the relation

$$(r, \varphi) = \left( R \coth \frac{\sigma'}{2}, \varphi' \right),$$

and the spatial part of the FLRW line element (34) with a minus sign for the metric in the Poincaré disk.

**F. Phonon trajectories**

To exemplify the influence of spatial curvature on the dynamics of acoustic excitations in the Bose-Einstein condensate, we consider the motion of a radially outmoving wave packet starting from the center of the trap. Phonons follow null geodesics in an acoustic spacetime, so we look for trajectories with $ds^2 = 0$.

We proceed with the general line element (32), which is expressed in terms of the radial coordinate in the laboratory $r$. For radial geodesics we have $d\varphi = 0$; this, together with $ds^2 = 0$, leads to the simple differential equation

$$\frac{dt}{a(t)} = \frac{dr}{\sqrt{1 - f(r)/R^2}},$$

with the initial condition $r(t = 0) = 0$. The three different types of spatial curvature are generated by

$$f(r) = \begin{cases} 
-2r^2 - r^4/R^2 & \text{for } \kappa > 0, \\
0 & \text{for } \kappa = 0, \\
2r^2 - r^4/R^2 & \text{for } \kappa < 0, 
\end{cases}$$

so that the equation of motion (51) has general solutions of the form

$$r(t) = R \begin{cases} 
\tan z(t) & \text{for } \kappa > 0, \\
z(t) & \text{for } \kappa = 0, \\
\tanh z(t) & \text{for } \kappa < 0, 
\end{cases}$$

where the argument $z(t)$ can be obtained from the scale factor $a(t)$ via

$$z(t) = \frac{1}{R} \int_0^t \frac{dt'}{a(t')}.$$  

For a quadratic trap profile, $f(r) = \pm r^2$, we would obtain $\sinh (\sinh)$ instead of $\tanh (\tan)$ in Eq. (53).

It is of particular interest to consider polynomial scale factors. To explicitly allow for expanding as well as contracting scenarios, we write

$$a(t) = Q |t - t_0|^\gamma,$$

where $Q = a(t = 0) |t_0|^{-\gamma} > 0$ and $t_0$ are free parameters to be tuned in experiments. The latter family of scale factors comprises the analogs of radiation dominated ($\gamma = 2/3$) and matter dominated ($\gamma = 1$) universes. Note that the units of the parameter $Q$ depend on the power $\gamma$.

For the polynomial scale factors with $\gamma \neq 1$ we find

$$z(t) = \frac{1}{QR} \sgn(t - t_0) |t - t_0|^{1-\gamma} + \sgn(t_0) |t_0|^{1-\gamma},$$

which is shown in the middle panel of Fig. 3 for $\gamma = 1/2$. For the specific case $\gamma = 0$ corresponding to a static situation (cf. left panel in Fig. 3), we get

$$z(t) = \frac{t}{QR},$$

while $\gamma = 1$ corresponds to

$$z(t) = \frac{1}{QR} \ln \frac{|t - t_0|}{|t_0|}.$$  

Another interesting example is the de Sitter universe, which is characterized by the scale factor

$$a(t) = a_0 e^{Ht},$$

where $H$ denotes the Hubble parameter and $a_0 = a(t = 0)$ is now the initial scale factor. In this case we find

$$z(t) = \frac{1}{a_0 Ht} \left( 1 - e^{-Ht} \right).$$

The resulting trajectories are depicted in the right panel of Fig. 3. The quantitative influence of the spatial curvature parameter $\kappa$ is clearly visible.

**III. PARTICLE PRODUCTION**

We now turn to the phenomenon of particle production, which arises when the spacetime geometry becomes time-dependent. We develop a formalism to access particle production experimentally within the FLRW cosmology paradigm and consider all three types of spatial curvature engineered via (52).

**A. Klein-Gordon equation and mode functions**

Let us start with the action (28) for the fluctuation field $\phi$. Varying the latter using Eq. (37) leads to a Klein-Gordon equation

$$0 = \partial_\mu (\sqrt{g} g^{\mu\nu} \partial_\nu \phi) = 2a(t) a(t) \phi + a^2(t) \ddot{\phi} - \Delta \phi,$$

where $\Delta \phi$ accounts for the acoustic potential $\phi$. In the case of a quadratic trap profile, $f(r) = \pm r^2$, we would obtain $\sinh (\sinh)$ instead of $\tanh (\tan)$ in Eq. (53).
\[ \frac{\partial f}{\partial t} = \frac{\partial^2 f}{\partial r^2} + \frac{1}{r} \frac{\partial f}{\partial r} + \frac{1}{r^2} \frac{\partial^2 f}{\partial \theta^2} \]

de depend on the spatial curvature (see below).

For 
embracing a scalar product as discussed in detail in [43].

The Laplace-Beltrami operator can be diagonalized through an eigenvalue equation

\[ \Delta \mathcal{H}_{km}(u, \varphi) = h(k) \mathcal{H}_{km}(u, \varphi), \]

where we have introduced the radial wave numbers \( k \) and \( l \), which are related by \( k = \sqrt{|k|} l \), and the azimuthal wave number \( m \), with the ranges

\[ l \in \mathbb{N}_0, m \in \{-l, ..., l\} \text{ for } k > 0, \]
\[ k \in \mathbb{R}_0^+, m \in \mathbb{Z} \text{ for } k = 0, \]
\[ l \in \mathbb{R}_0^+, m \in \mathbb{Z} \text{ for } k < 0, \]

along with sets of complete and orthonormal eigenfunctions

\[ \mathcal{H}_{km}(u, \varphi) = \begin{cases} Y_{lm}(\theta, \varphi) & \text{for } k > 0, \\ X_{km}(u, \varphi) & \text{for } k = 0, \\ W_{lm}(\sigma, \varphi) & \text{for } k < 0. \end{cases} \]

Here, \( Y_{lm}(\theta, \varphi) \) are an adapted version of the spherical harmonics,

\[ Y_{lm}(\theta, \varphi) = \sqrt{\frac{(l-m)!}{(l+m)!}} e^{im\varphi} P_l^m(\cos \theta), \]

with \( P_l^m(\cos \theta) = (-1)^m P_l^m(\cos \theta) \) denoting the associated Legendre polynomials. Besides this sign, the choice in (68) differs by a factor \( \sqrt{4\pi}/\sqrt{2l+1} \) from the standard definition of the spherical harmonics. For the flat two-dimensional space one may use polar waves defined in terms of Bessel functions of the first kind

\[ X_{km}(u, \varphi) = e^{im\varphi} J_m( ku). \]

Finally, \( W_{lm}(\sigma, \varphi) \) are the eigenfunctions for \( k < 0 \), which are given by

\[ W_{lm}(\sigma, \varphi) = (i)^m \frac{\Gamma(\frac{il+1}{2})}{\Gamma(\frac{il+m+1/2}{2})} \times e^{im\varphi} P_l^m(\cosh \sigma), \]

wherein \( P_l^m(\cosh \sigma) \) are conical functions corresponding to analytically continued Legendre functions. The functions in equations (68), (69) and (70) are normalized with respect to a scalar product as discussed in detail in [43].

With these conventions, the eigenvalues \( h(k) \) of the Laplace-Beltrami operator \( \Delta \) defined in Eq. (64) read

\[ h(k) = \begin{cases} -k(k + \sqrt{|k|}) & \text{for } k > 0, \\ -k^2 & \text{for } k = 0, \\ -(k^2 + \frac{1}{4}|k|) & \text{for } k < 0, \end{cases} \]
with the relation $k = \sqrt{|k|}l$ understood in the two spatially curved cases. Note that $h(k = 0)$ is only nonvanishing for the open universe, $\kappa < 0$, and $\sqrt{|k|}/2$ acts there like an effective mass gap.

The fluctuation field $\phi$ is quantized as usual such that it obeys the (equal time) bosonic commutation relations,

$$[\phi(t, u, \varphi), \pi(t', u', \varphi')] = \frac{i\hbar}{\delta(\varphi - \varphi')} \times \begin{cases} \delta(\theta - \theta') & \text{for } \kappa > 0, \\ \delta(u - u') & \text{for } \kappa = 0, \\ \delta(\sigma - \sigma') & \text{for } \kappa < 0, \end{cases} \quad (72)$$

where

$$\pi(t, u, \varphi) = \frac{\delta \Gamma_{\kappa}(\phi)}{\delta \phi} = \hbar^2 \sqrt{g} \dot{\phi}, \quad (73)$$

denotes the conjugate momentum field.

To solve the linearized equation of motion (61) for the different classes of universes, we expand the quantum field $\phi$ in terms of the corresponding eigenfunctions of the Laplace-Beltrami operator (67),

$$\phi(t, u) = \int_{k,m} \left[ \hat{a}_{km} \mathcal{H}_{km}(u, \varphi) v_k(t) + \hat{a}_{km}^\dagger \mathcal{H}_{km}(u, \varphi) v_k^*(t) \right], \quad (74)$$

and similar for the conjugate momentum field $\pi(t, u, \varphi)$. Therein, we used the abbreviation

$$\int_{k,m} = \begin{cases} \sum_{l=0}^{+\infty} |k|^{-1/2} \sum_{m=-l}^{l} & \text{for } \kappa > 0, \\ \frac{d^2}{d|k|^2} \sum_{m=\infty}^{\infty} & \text{for } \kappa = 0, \\ \frac{d^2}{2\pi^2} |k| l \tanh(\pi l) \sum_{m=\infty}^{\infty} & \text{for } \kappa < 0, \end{cases} \quad (75)$$

for the two-dimensional momentum integral. Also, we have introduced creation and annihilation operators $\hat{a}_{km}$ and $\hat{a}_{km}^\dagger$, respectively, which fulfill the bosonic commutation relations

$$[\hat{a}_{km}, \hat{a}_{k'm'}] = [\hat{a}_{k'm'}, \hat{a}_{km}] = 0,$$

$$[\hat{a}_{km}, \hat{a}_{k'm'}] = 2\pi \delta_{mm'} \begin{cases} \delta_{\mu\nu} & \text{for } \kappa > 0, \\ \frac{\delta(k(l+l'))}{|k|l \tanh(\pi l)} & \text{for } \kappa = 0, \\ \frac{\delta(k-l')}{|k|l} & \text{for } \kappa < 0, \end{cases} \quad (76)$$

together with the time-dependent mode functions $v_k(t)$ and $v_k^*(t)$.

Combining the latter statements, we find from the Klein-Gordon equation (61) the so-called mode equation

$$\ddot{v}_k(t) + \frac{2}{a(t)} \dot{v}_k(t) - \frac{h(k)}{a^2(t)} v_k(t) = 0. \quad (77)$$

For given initial conditions at some point in time, one can determine $v_k(t)$ by solving Eq. (77). Note that the influence of the spatial curvature $\kappa$ is fully encoded in $h(k)$. On the scales relevant for typical experiments, i.e. for $R \sim 10^{-5}$ m, $h(k)$ turns out to be practically independent of the spatial curvature $\kappa$ for $k/\sqrt{|m_0|} \gtrsim 0.1$.

The mode functions are further constrained as a result of the canonical commutation relation (72), the orthonormality properties of the functions $\mathcal{H}_{km}(u, \varphi)$ (see [43]), and the bosonic commutation relations fulfilled by the creation and annihilation operators (76), leading to a normalization condition in terms of the Wronskian,

$$\text{Wr}[v_k, v_k^*] = a^2(t) h [v_k \dot{v}_k^* - \dot{v}_k v_k^*] = i. \quad (78)$$

By using (77) one can show that (78) is fulfilled at all times when it is fulfilled at one point in time.

Let us note here that (77) is a second order differential equation, and (78) is just a single constraint, so that the mode functions $v_k(t)$ are not fixed completely. In fact, different choices of mode functions correspond to different choices of creation and annihilation operators, and they are related by Bogoliubov transformations. Note that the quantum field $\phi$ in (74) is independent of this choice. This is important to understand particle production, and will be discussed next.

### B. Bogoliubov transformations

Let us start by considering a situation (in the following called region I) where the scale factor is constant, $a(t) = a_i$. In that case one has a preferred choice of mode functions $v_k(t)$ given by oscillatory modes,

$$v_k(t) = \frac{\exp(-i\omega_k t)}{a_i \sqrt{2\hbar \omega_k}}, \quad (79)$$

with positive frequency $\omega_k = \sqrt{-h(k)/a_i}$. Associated with this choice of mode functions are operators $\hat{a}_{km}$ and $\hat{a}_{km}^\dagger$ that annihilate and create the corresponding phonons, and a “vacuum” state $|\Omega\rangle$ that has no such excitations,

$$\hat{a}_{km} |\Omega\rangle = 0. \quad (80)$$

The state $|\Omega\rangle$ describes the ground state of a (weakly interacting) Bose-Einstein condensate with no excitations. More generally, one may also take some other state as a starting point, for example with fixed temperature $T$.

Let us now assume that at some time $t_f$ the scale factor $a(t)$ becomes time dependent, until it becomes constant again at time $t_f$. For the intermediate times $t_i < t < t_f$ (called region II in the following), the mode functions are determined as solutions of equation (77), with initial conditions at $t = t_i$ set by continuity to the solution (79). We stress that for a time-dependent scale factor (in region II), the solution $v_k(t)$ obtained in this way will not be of the oscillatory form (79). As a consequence, the notions of vacuum states and (quasi)particles become more involved. Mathematically, this is related to the absence of a global timelike Killing vector field in that region, which would allow to define positive frequency waves.
We concentrate on an experimental procedure sketched in Fig. 4. Keeping in mind that the scale factor $a(t)$ is controlled by the inverse coupling $\lambda(t)$ according to (33), one may first engineer certain initial values $a_i$ and $\lambda_i$ in a time interval I up to $t_i$. Then, the coupling $\lambda(t)$ is varied over time in time interval II, which simulates a FLRW universe with time-dependent scale factor $a(t)$. Finally, the variation is stopped at $t_f = t_i + \Delta t$, corresponding to a stationary FLRW universe with scale factor $a_f$ in time interval III.

Let us then consider times $t > t_f$ where we assume that the scale factor is again constant, $a(t) = a_f$ (region III). Here one can again find solutions of Eq. (77) in terms of modes with positive frequencies,

$$u_k^{III}(t) = \frac{\exp(-\omega_k^{III} t)}{a_f \sqrt{2\omega_k^{III}}},$$

(81)

where now $\omega_k^{III} = -\hbar(k)/a_f$. Associated to these modes are operators $b_{km}$ and $\hat{b}_{km}$ and a corresponding “vacuum” state $|\Psi\rangle$, such that

$$\hat{b}_{km} |\Psi\rangle = 0.$$

(82)

It is now important to note that the mode functions $v_k(t)$ obtained from extending the solution in region I to region II and then into region III will actually be a linear superposition of positive and negative frequency solutions, so that one can write

$$u_k = \alpha_k v_k + \beta_k v^*_k, \quad v_k = \alpha_k^* u_k - \beta_k^* u^*_k,$$

(83)

with the complex-valued and time-independent Bogoliubov coefficients $\alpha_k$ and $\beta_k$. From the normaliztion condition (78) applied to $u_k(t)$ follows that the coefficients need to satisfy $|\alpha_k|^2 - |\beta_k|^2 = 1$. In terms of the Wronskian defined in (78) one has

$$\alpha_k = \text{Wr}[u_k, v_k^*]/i, \quad \beta_k = -\text{Wr}[u_k, v_k]/i.$$

(84)

For completeness, we also mention the relation between the two sets of creation and annihilation operators,

$$\hat{b}_{km} = \alpha_k^* \hat{a}_{km} - \beta_k^* (-1)^m \hat{a}_{k,-m}.$$  

(85)

In particular it follows that the state $|\Omega\rangle$, which is initially a vacuum state in the sense of Eq. (80), is not an empty state with respect to the excitations annihilated by the operators $\hat{b}_{km}$. This is the essence of particle production due to a time dependent scale factor $a(t)$.

The task is then to solve the mode equation (77) in all three regions I, II and III and to identify the Bogoliubov coefficients $\alpha_k$ and $\beta_k$ through Eq. (84), from which all following quantities can be derived.

C. Rescaled density contrast: correlation function and spectrum

To access the phenomenon of particle production experimentally, we introduce a rescaled density contrast

$$\delta_c(t, u, \varphi) = \sqrt{n_0(u)} \frac{\|n(t, u, \varphi) - n_0(u)\|}{n_0},$$

(86)

where $n(t, u, \varphi) = |\Phi(t, u, \varphi)|^2$ denotes the full condensate density, and $n_0$ is the density in the center of the trap. In this way, the rescaled density contrast is dimensionless, and using Eqs. (5) as well as (31) one has to leading order $\delta_c \sim \partial_t \phi$. Note here that for a box potential the given prefactor is constant, while for other trapping potentials, such as those put forward in Eq. (19), it has a substantial dependence on $u$ in the outer regions of the trap.

In the following, we consider the equal time two-point correlation function of the rescaled density contrast after the expansion has ceased, $t \geq t_f$, i.e.

$$G_{nn}(t; u, u', \varphi, \varphi') = \langle \delta_c(t, u, \varphi) \delta_c(t, u', \varphi') \rangle,$$

(87)

which is a typical observable in modern ultracold atom experiments. One can show that in leading order in fluctuating fields, where we can assume $\langle n(t, u, \varphi) = n_0(u)\rangle$, the latter is proportional to the connected two-point correlation function of time derivatives of fields

$$G_{\phi\dot{\phi}}(t, L) = \frac{\hbar^2 m}{\vec{L}^2 n_0^2} G_{\phi\phi}(t, L),$$

(88)

where

$$G_{\phi\phi}(t, L) = \frac{1}{2} \langle \lbrace \dot{\phi}(t, u, \varphi), \phi(t, u', \varphi') \rbrace \rangle_c.$$

(89)

The relation given in (88) is a result of the normalization chosen in (86).

Moreover, as a consequence of the spatial homogeneity of FLRW universes, two-point correlation functions do not depend separately on the two spatial positions $(u, \varphi)$ and $(u', \varphi')$, but only on the comoving distance $L$ between them,

FIG. 4. The time dependence of the scale factor $a(t)$ (blue solid line) and the coupling $\lambda(t)$ (red dashed line) are shown for the three regions I, II and III. Up to $t_i$, both are held constant, while they become time dependent in region II (the plot above correspond to a polynomial expansion with $\gamma = 1/2$, $Q = m/n_0 = 1$ and $t_0 = 0$; setting all units to 1) this time dependence leads to particle production, observed in the stationary region III for $t > t_f$. 


and through (88) the observable defined in (86) acquires the symmetries of the FLRW universe,

\[ G_{nn}(t; u, \phi, \nu', \varphi') \equiv G_{nn}(t, L). \]  

(91)

We proceed with the evaluation of this correlation function through (89) within the FLRW universe paradigm using the Bogoliubov transformations introduced in Sec. III B. This leads to

\[ G_{nn}(t, L) = \frac{\hbar \alpha}{\hbar_0 m} \int_k \mathcal{F}(k, L) \sqrt{-h(k)} S_k(t), \]

(92)

where we introduced the spectrum of fluctuations

\[ S_k(t) = \frac{1}{2} + N_k + \Delta N_k(t), \]

(93)
as the momentum space representation of the rescaled density contrast two-point correlation function.

Therein, we have the expected occupation number of phonon excitations per mode

\[ N_k = \langle \Omega | \hat{b}_{k,m}^\dagger \hat{b}_{k,m} | \Omega \rangle = |\beta_k|^2, \]

(94)

and the time-dependent contribution

\[ \Delta N_k(t) = \text{Re} \left[ c_k e^{i \omega_k t} \right], \]

(95)

wherein

\[ c_k = -(-1)^m \langle \Omega | \hat{b}_{k,-m}^\dagger \hat{b}_{k,m} | \Omega \rangle = \alpha_k \beta_k. \]

(96)

Furthermore, we used the abbreviation

\[ \int_k = \begin{cases} \sum_{\ell=0}^{\infty} |k|^{1+1/2} \frac{\mathcal{F}(k, L)}{2\pi} & \text{for} \ \kappa > 0, \\ \int \frac{dk}{2\pi} |k| \tan(\pi \ell) & \text{for} \ \kappa = 0, \\ \int \frac{dk}{2\pi} |k| \tanh(\pi \ell) & \text{for} \ \kappa < 0, \end{cases} \]

(97)

and the integration kernels

\[ \mathcal{F}(k, L) = \begin{cases} P_{1/2} \left( \cos \left( L \sqrt{|k|} \right) \right) & \text{for} \ \kappa > 0, \\ J_0(k L) & \text{for} \ \kappa = 0, \\ P_{1/2} \left( \cosh \left( L \sqrt{|k|} \right) \right) & \text{for} \ \kappa < 0, \end{cases} \]

(98)

for the different spatial curvatures specified by \( \kappa \).

We can rewrite the spectrum of fluctuations (93) using (95) and Euler’s formula

\[ S_k(t) = \frac{1}{2} + N_k + |c_k| \cos (2\omega_k t + \theta_k), \]

(99)

where

\[ \theta_k = \text{Arg}(c_k). \]

(100)
denotes the phase corresponding to the momentum mode \( k \).

It is useful to note at this point that \( N_k \) and \( \Delta N_k \) defined in (94) and (95) with the relations (84) are invariant under phase transformations on the mode functions \( v_k(t) \rightarrow e^{i\lambda_k} v_k(t), u_k(t) \rightarrow e^{i\mu_k} u_k(t), \) if one also takes into account \( e^{2i\omega t} \rightarrow e^{-2i\mu \kappa} e^{2i\omega t} \) in Eq. (95). These phases should not be observable.

Also, following [54, 55] one can show that entanglement between modes with opposite wave numbers can be witnessed in the two-mode squeezed state of relevance whenever \( \Delta N_k > N_k \). The latter was recently observed experimentally in [56] within a homogeneous two-dimensional Bose-Einstein condensate after quenching the time-dependent coupling \( \lambda(t) \) to negative values and back. We leave a similar analysis within the FLRW universe paradigm for future work.

Moreover, it is important to note that a two-point correlation function of fields as defined in (89) shows an ultraviolet divergence [3]. Consequently, the rescaled density contrast correlation function (92) has to be regularized. In the context of a Bose-Einstein condensate, a regularization arises naturally as the readout of the density contrast is limited by the precision of the measurement apparatus. Moreover, the acoustic approximation that we use here is a low momentum effective description that loses validity in the ultraviolet regime.

To solve this problem, which is well known in cosmology, one may work with smeared-out fields [57]

\[ \Phi(t, r) = \int d^2 r' W(r - r') \Phi(t, r'), \]

(101)

with a window function \( W(r - r') \). The latter can be normalized according to

\[ \int d^2 r' W(r') = 1. \]

(102)

In momentum space, this window function plays the role of an ultraviolet regulator. We end up with a regularized expression for the rescaled density contrast correlation function

\[ G_{nn}(t, L) = \frac{\hbar \alpha}{\hbar_0 m} \int_k \mathcal{F}(k, L) \sqrt{-h(k)} S_k(t) \tilde{f}_G(k), \]

(103)

where \( \tilde{f}_G(k) = \tilde{W}^*(k) \tilde{W}(k) \) corresponds to the absolute square of the Fourier transformed window function.

In the following we work with a window function of Gaussian form in position space (as a function of the comoving distance), such that in the absence of spatial curvature

\[ \tilde{f}_G(k) = \tilde{W}^*(k) \tilde{W}(k) = e^{-w^2 k^2}. \]

(104)
D. Stimulated particle production

An initial state at time $t_i$ with nonvanishing occupation number, such as a thermal state, would lead to stimulated particle production \[58\]. This leads to a generalization of the expressions derived above.

Assuming that the expected occupation number of quasiparticles originally present in the mode $k$ is given by

$$N_k^{\text{in}} = \langle \hat{a}_{km}^\dagger \hat{a}_{km} \rangle,$$

the total expected number of quasiparticles after expansion would be given by

$$N_k = N_k^{\text{in}} + |\beta_k|^2 (1 + 2N_k^{\text{in}}),$$

where the last term corresponds to the stimulated production. Similarly, $\Delta N_k(t)$ is generalized to

$$c_k = \alpha_k \beta_k (1 + 2N_k^{\text{in}}).$$

As an example we will consider a thermal state, characterized by an initial occupation number of the form

$$N_k^{\text{in}}(T) = \frac{1}{e^\hbar \omega_k/(kT) - 1},$$

where $T$ denotes the temperature.

In the following, to set a temperature scale, we use the critical temperature $T_c$ of an ideal gas in an anisotropic trap. In particular, we consider a ratio between longitudinal and radial trapping frequencies that elicit the emergence of a 2D condensate \[59\]. This critical temperature is given by

$$T_c = \frac{\hbar \omega}{k_B} \left( \frac{N}{\zeta(2)} \right)^{1/2},$$

where $N$ is the total number of atoms.

IV. EFFECTS OF EXPANSION

Let us now focus on particle production as the main trait of an expanding spacetime, we do this within the developed formalism for a set of cosmological situations. In particular, we consider the spectrum of fluctuations together with the rescaled density contrast correlation function and discuss the outcome of various experimental scenarios. If not stated differently, the experimental values are taken from Appendix B.

A. Polynomial scale factors with various expansion rates and holding times

We base our analysis on polynomial scale factors of powers $\gamma$ according to eq. \(55\) which comprise accelerating ($\gamma = 3/2$), uniform ($\gamma = 1$), and decelerating ($\gamma = 1/2$) expansions, and look into different expansion rates $\Delta t$ and hold times after the expansion has ceased.

We study in Fig. 5 the effect of increasing the expansion duration (at fixed ratio $a_i/a_i = \sqrt{6}$), and obtain an analogous prediction to a cosmological situation: for slower expansion the characteristic features of the power spectrum appear at smaller wave numbers. This can be read out from the change in the shape of the spectrum in the first row of Fig. 5. It can also be seen that a decelerating expansion leads to slightly higher contrast in the spectrum compared to accelerating or uniform expansion. Furthermore, at large momenta, the spectrum converges to the ground state or “vacuum” expression. In the second row of Fig. 5 we show the manifestation of these features in position space, through the correlation function $G_{nn}(t, L)$ given in \(103\). On top of a strong (diverging at $L = 0$) anticorrelation coming from features of the ground state or “vacuum”, we see an anticorrelation-correlation pair at finite distances. The magnitude of this pair of correlations decreases with slower expansion rates, and is highest for a decelerating scenario.

The evolution after expansion is given in the two lower rows of Fig. 5. After a simulated expansion, done by a 2 ms ramp, has ceased, the spectrum shifts to lower momenta, and oscillates in time for each $k$ mode around $N_k$, with a period corresponding to the frequency of each mode. A node in the spectrum appears for a particular value of $k$ which is not excited in the process of particle production ($\beta_k = 0$). This precise feature is present only for the case of uniform expansion, and will be discussed further in Sec. IV D.

Complementary, the position space evolution exhibits a decreasing magnitude of correlation-anticorrelation pair through time, along with a propagation to larger distances. In the short range we also see a correlation build up as a reaction to the expansion dynamics. The group of correlations propagates at twice the speed of sound (Eq. \(27\) at the center of the trap), as phonons travel away from each other. The chosen width for convolution (here $w = 0.5 \mu m$) influences the shape of $G_{nn}(t, L)$, but not the position of the peaks, with the only exception being the vacuum anticorrelation, which goes to $L = 0$ in the limit of vanishing width. Robust features with respect to changes of the width are discussed in Sec. IV E.

B. Initial thermal state

Together with an initial thermal state comes about the phenomenon of stimulated particle production described in Sec. III D. Given the divergence of the statistical distribution \(108\) at low momenta, there is a large occupation of soft modes also after the expansion, in contrast with the outcome for vanishing initial temperature. Since stimulated particle production is present for any state above the ground state with $T = 0$, the study of this phenomenon is crucial when comparing to realistic experimental situations. On the other hand, the question arises whether the
The hold time dependence shows how this power is evolving with time, in favor of the lower momentum modes. At the level of the momentum space plots, a gray vertical dashed line indicates the low momentum modes. In any case, the phenomenon of particle production can help to investigate the properties of the initial state in an experimental setting.

FIG. 5. Spectrum of fluctuations $S_k$ as a function of the radial wave number $k$ together with its corresponding rescaled density contrast correlation function $G_{nn}(L)$ (cf. Eq. (103)) as a function of the comoving distance $L$ measured in units of the parameter $R$. Both are shown for various types of polynomial expansions (decelerating $\gamma = 1/2$, uniform $\gamma = 1$, and accelerating $\gamma = 3/2$). Left column: Spectrum and correlation function right at the end of expansion. The dependence on different expansion rates $\Delta t$ is depicted above, and evolution after expansion is shown below. At the level of the spectra, one can appreciate that a slower expansion moves power to smaller wave numbers, whereas for faster expansions, more modes with higher momenta get excited. The hold time dependence shows how this power is evolving with time, in favor of the lower momentum modes. At the level of the correlation functions one can see that both, faster expansion rates $\Delta t$ and decelerated expansions ($\gamma < 1$) lead to stronger short-range anticorrelations. The propagation of the spatial correlations in time after the expansion has ceased is governed by the speed of sound in the condensate. In the lower row we show this: the correlation first builds up to a maximum, in this case reached at 3 ms holding time, and then it travels through the condensate at twice the speed of sound. In the lower right panel we highlight through dotted lines the distance traversed after 5 ms by moving at twice the speed of sound. In all the momentum space plots, a gray vertical dashed line indicates the low $k$ limit at inverse condensate size. The position space results are obtained after regularization with a Gaussian window function of width $w = 0.5 \mu$m.
As expected, the effect of curvature on the spectrum is bounded at \( k = 0 \), as a consequence of an acquired gap in the dispersion relation. This was investigated and no particular differences were found at different curvatures. In particular for negative curvature \( \kappa < 0 \) the Bose–Einstein distribution \((108)\) differs for different dispersion relations. In particular for negative curvature \( N_k \) is bounded at \( k = 0 \), as a consequence of an acquired gap in the dispersion relation. This was investigated and no particular differences were found at different curvatures.

### C. Spatial curvature

We showed in Sec. II D that different types of trapping potentials induce acoustic spacetimes with different emergent spatial curvatures. In the formalism employed in Sec. III A, the effects of spatial curvature are carried into the shape of Laplace–Beltrami’s operator, its eigenfunctions, and its eigenvalues. Regarding time evolution in momentum space (cf. Eq. (77)), spatial curvature enters in fact only through the eigenvalue spectrum. Here, the features of spatial curvature are equivalent to posing different boundary conditions on the eigenvalue equation, and do not go further than that. A further dependence on spatial curvature arises in the integral transform from momentum to position space (cf. Eq. (98)).

As expected, the effect of curvature on the spectrum of fluctuations is often negligible, but can be tuned to a higher impact when decreasing the condensate radius. Something similar happens to the rescaled density contrast, where differences are unimportant, even at small radii; this is shown in Fig. 7. In the presence of an initial thermal state this situation could change, given that the Bose–Einstein distribution \((108)\) differs for different dispersion relations. In particular for negative curvature \( N_k \) is bounded at \( k = 0 \), as a consequence of an acquired gap in the dispersion relation. This was investigated and no particular differences were found at different curvatures.

### D. Time evolution of momentum modes and robust features in momentum space

As we see overall in Fig. 5, the qualitative differences related to different exponents \( \gamma \) in the scale factor could be difficult to appreciate experimentally, when looking into the complete spectrum and rescaled density contrast. Nevertheless, one can look into details of the spectrum, and through them, validate the particle production nature of the experimental outcomes, and its dependence on different expansion histories.

We consider first the time evolution of the spectra for certain modes in regions II and III (cf. Fig. 9) that is,
An inset into the correlation function shows that the results for each curvature fall one above the other: this is a width independent feature.

during and after the dynamic change of the scale factor; there we observe that, independently of the polynomial power of the scale factor, the phononic modes corresponding to small wave numbers are suppressed by the expansion, which is consistent with Fig. 5. Moreover, the time evolution of the each momentum mode shows a slight dependence on the expansion history, which is most evident for a particular mode, at \( k = 1.51 \mu m^{-1} \), that remains in its vacuum value after uniform expansion (\( \gamma = 1 \)), given that this characteristic is not present for any mode in nonuniform expansions.

This precise feature is also explicit in the phase \( \theta_k \) that each mode acquires after expansion, defined in (100), which we consider next in Fig. 8. There, we see that the phases of each wave number \( k \) strongly depend on whether there is a decelerated, uniform, or accelerated expansion. In the case of uniform expansion there are phase jumps appearing at each mode where \( \beta_k \) turns out to be zero. To emphasize, due to the shape of expansion, \( \beta_k \) is never zero for \( \gamma \neq 1 \). It is worthwhile to note that phases as a function of \( k \) also give an insight into the expansion duration \( \Delta t \).

E. Window function dependence and robust features in position space

Given that any computation of the rescaled density contrast correlation function requires an ultraviolet regulator in the form of a window or test function, we wish to find features of the latter which are robust against variations in the standard deviation \( w \) of the Gaussian family of window functions we have chosen in Eq. (104). This is not only an interesting task by itself, but also paves the ground for a quantitative comparison to experiments.

To that end, we study the positions of the second minimum—the first minimum is just the vacuum contribution—and the first maximum of the correlation function. More precisely, we investigate the aforementioned positions as a function of expansion duration \( \Delta t \) for different widths \( w \), for the particular case of \( \gamma = 1/2 \). The results are shown in Fig. 10: we find that the influence of the width \( w \) is negligible with regards to the slope of the curves, rendering position vs. expansion duration a robust observable. Also in Fig. 10, the rescaled density contrast correlation function \( G_{nn}(t, L) \) is shown for different widths \( w \). The resolution \( w \) determines the short-length \( L < 0.1R \) behavior of the two-point correlator indicating the need for robust features.

Moreover, let us report that we have also investigated the amplitudes of the maximum and the minimum and their ratio, but did not find a similar form of robustness.
FIG. 9. Time evolution of the spectrum $S_k$ for four radial wave numbers $k$ from $t = 0$ (setting $t_i = 0$) up to $t = t_f + 10\, \text{ms}$. Emphasized through a vertical dashed line is the moment the expansion ceases, i.e. $t = t_f$. The low momentum modes are suppressed by the expansion, and they almost become static when the expansion has ceased. For higher momentum modes the amplitude at the time of expansion is greater in the case of a decelerating scenario. Depending on the duration of expansion there are always certain modes (in this case $k = 1.51\, \mu\text{m}^{-1}$) which remain in its vacuum state after expansion for the $\gamma = 1$ situation. These same modes exhibit the greatest difference in amplitude between the $\gamma = 1/2$ and $\gamma = 3/2$ situations.

FIG. 10. Upper row: positions of the second minimum $L_{\text{min}}/R$ (left) and first maximum $L_{\text{max}}/R$ (right) of the rescaled density contrast correlation function $G_{nn}(t, L)$ as a function of the expansion duration $\Delta t$ for various widths $w$. The linear fits exhibit slopes robust against $w$ and almost fall on top of each other in the former case. Lower row: $G_{nn}(t, L)$ for various widths $w$ at the time the expansion has ceased (left panel), and two milliseconds after (right panel). Most sensible to choice of $w$ are the position and magnitude of the vacuum anticorrelation. The position of the group of correlations coming from particle production is relatively robust against $w$, but the peaks tend to disappear as the width grows closer to the healing length $\xi \approx 1.6\, \mu\text{m}$. However, the group of correlations moves with twice the speed of sound, independent of the width $w$ (indicated by a gray dotted line).

V. CONCLUSION AND OUTLOOK

In summary, we have derived a correspondence between phonons in a $2+1$ dimensional Bose-Einstein condensate in various radially symmetric trapping potentials and massless scalar particles in spatially curved FLRW universes. As opposed to common literature, this correspondence was established starting from a nonrelativistic action and describing phononic excitations in terms of the real and imaginary parts of the fluctuations on top of the mean field.

Furthermore, we investigated the phenomenon of particle production in momentum and in position space for various experimentally accessible scenarios. We showed that a suitably rescaled momentum and in position space and in the FLRW universe paradigm. As a consequence of rescaling, spatial homogeneity and isotropy carried over to the density contrast correlation function. Looking into experimental feasibility, we have shown that the phases of momentum modes and the positions of maxima and minima in the correlation function serve as robust observables and are distinguishable for different dynamics in the scale factor.

In future theoretical work it would be interesting to extend our approach from $d = 2+1$ to $d = 3+1$ dimensions, which should be straightforward. Also, one may want to study more general excitation fields, involving spin degrees of freedom, or modes with gaped excitation spectrum. Also a generalization to the full Bogoliubov spectrum beyond the acoustic approximation can be of interest for some questions.

Another interesting direction could be to investigate other expansions specified by the scale parameter, allowing for a simulation of various epochs of expanding or contracting universes. In particular, one may study the de Sitter universe in the context of inflation or even a cyclic universe, probably exhibiting additional features such as parametric resonance.

Moreover, one may investigate particle production from a quantum information theoretic perspective. More precisely, entanglement between modes of opposite momenta may be analyzed for spatially curved universes, extending the work of [54, 55].

Most importantly, it is of great interest to apply our methods to concrete ultra cold atoms experiments. In
particular, as the rescaled density contrast correlation function serves as a typical observable, our work paves the ground to an extensive experimental investigation of particle production. We report on experimental confirmation of our proposal in [60].
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Appendix A: Full Bogoliubov dispersion relation

In order to assess the validity of the acoustic approximation, it is also interesting to perform calculations in full Bogoliubov theory for excitations in weakly interacting Bose-Einstein gases. This is applicable in particular for homogeneous Bose-Einstein condensates, and for static situations such as quantum fluctuations around the ground state, or in thermal equilibrium. An extension of this formalism to time-dependent situations and more general trapping potentials is possible, but beyond our scope in the present paper.

The Bogoliubov dispersion relation for quasiparticles reads

$$\omega_k = \frac{\hbar}{2m} \sqrt{k^2(k^2 + 2/\xi^2)}.$$  \hfill (A1)

This features a transition at the healing length

$$\xi = \frac{\hbar}{\sqrt{2m\lambda n_0}},$$  \hfill (A2)

such that for small wave numbers $k \ll 1/\xi$ the dispersion relation is linear, $\omega_k = ck$, with the speed of sound $c$ as defined in (27), while for large wave numbers $k \gg 1/\xi$ it becomes quadratic, $\omega_k \to \hbar k^2/(2m) + \lambda n_0/\hbar$. For an initial thermal state with temperature $T < T_c$ introduced in (108), the spectrum of fluctuations is given by

$$S_k(t_i) = \frac{1}{2} + N_k^{in}(T),$$  \hfill (A3)

while the rescaled density contrast correlation function evaluates to [61]

$$G_{nn}(t_i, L) = \frac{2}{n_0} \int_k k J_0(kL) \sqrt{\frac{k^2}{k^2 + 2/\xi^2}} S_k(t_i) \tilde{f}_G(k),$$  \hfill (A4)

where the linear dispersion relation $\sqrt{-h(k)} = k$ has been replaced by the corresponding expression of the full Bogoliubov dispersion relation (A1). Note that in the acoustic limit $k \ll 1/\xi$, we obtain Eq. (103) with $a_t$ replaced by $a_i$. The integrand and its respective correlator are shown in Fig. 11 for the acoustic vacuum and the Bogoliubov vacuum with and without an initial temperature $T = 0.3T_c$.

Appendix B: Experimental setup

The plots shown in Sec. IV are computed for the following experimental parameters, setting $t_0 = 0$, out of convenience. The condensate consists of $N = 15 \times 10^3$ potassium atoms of mass $m = 6.47008 \times 10^{-26}$ kg and extends up to a radius $R = 30 \times 10^{-6}$ m. The longitudinal trapping frequency is $1.75 \times 10^3 \text{s}^{-1}$, while the initial and final $s$-wave scattering lengths are $a_s(t_i) = 300a_0$ and $a_s(t_f) = 50a_0$, respectively, where $a_0$ denotes the Bohr radius. The 2D critical temperature for an anisotropic trap is calculated for these values at initial time, and yields $T_c = 82.41 \times 10^{-9}$ K. Moreover, the regularization for the correlation functions is carried out with a Gaussian of inverse standard deviation $\sigma = 5 \times 10^{-7}$ m.
while a dependence on whether one includes the full Bogoliubov dispersion is subleading due to the Gaussian cutoff in momentum space as \( w \approx \xi \) at initial time.

FIG. 11. The influence of the full Bogoliubov dispersion relation (A1) and an initial temperature \( T = 0.3T_c \) is discussed at initial time \( t = t_i \) for the rescaled density contrast correlation function in momentum space (left panel) and in position space (right panel). For small momenta \( k \ll 1/\xi \) (indicated by the dashed vertical line), the Bogoliubov dispersion approaches the acoustic result (dashed vs. dot-dashed and solid vs. dotted curves), while for large momenta \( k \gg 1/\xi \) the temperature dependence vanishes due to the exponential fall-off of the Bose-Einstein distribution \( N^\text{in}_N(T) \) for large \( k \) (dashed vs. solid and dotted vs. dot-dashed curves). Moreover, the correlation function is clearly influenced by a nonvanishing temperature dependence vanishes due to the exponential fall-off of the Bose-Einstein distribution. Moreover, the correlation function is clearly influenced by a nonvanishing temperature.

[25] Note that the case of \( d = 1 + 1 \) spacetime dimensions is somewhat special from a cosmological point of view because the very large conformal group allows there often a map to flat space and spatial curvature is excluded.


[43] Note that usually the divergence of the subsequent equation is referred to as the Euler equation.


[52] Note that the case of $d = 1 + 1$ spacetime dimensions is somewhat special from a cosmological point of view because the very large conformal group allows there often a map to flat space, hence spatial curvature is excluded.


